Announcements
Monday, October 02

» Quiz next Friday covers sections 1.7,1.8 and 1.9
» Today: Progress report
» Recommended reading: How to succeed in class

http://people.math.gatech.edu/~cjankowski3/teaching/£2017/
m1563/resources.html


http://people.math.gatech.edu/~cjankowski3/teaching/f2017/m1553/resources.html
http://people.math.gatech.edu/~cjankowski3/teaching/f2017/m1553/resources.html

The challenges of math class

[ Each student has a different pace and background

Students comment/want
» Examples or practice problems / related to homework
» Examples seem a bit repetitive
> More detailed work on practice problems

» There is way too much information on each slide.

v

Slides lack clear explanations of the mathematical concepts.



The challenges of math learning

[ Concepts and notation need more than 50 min to be understood ]

Things that cannot be improved
» Going over proofs for the relevant theorems
» Too much notation
» More examples with numbers, more theory explanation (lack of time).

» Out of class reading wouldn't be as important.

How to practice on your own?
> Creating your own examples: e.g. create a matrix that is 4x4 and has...

> True/false questions in textbook and webwork



How to improve the course

What actually can be improved
> Relating concepts to things we already know
» Examples of the concepts in problem form
» Theorems re-worded in another way (better with one-on-one discussions).
On my side of the lecture:
» More clear, loud and organized
» Emphasis on material covered by quizzes and tests
» Difficult to see things written with chalk, so go back to tablet.
» Post Summary slides in advance to the lecture
On your side:
> Ask more questions in class
» Solutions to examples are on the filled summary slides.

» Reading the textbook

v

Study the material right after class

v

Math department resources

v

Khan academy and online resources (at your own risk)



Chapter 2

Matrix Algebra



Section 2.1

Matrix Operations



Motivation

We can turn any system of linear equations into a matrix equation
Ax = b.
This notation is suggestive. Can we solve the equation by “dividing by A”?

7 b
X = —

A

Answer: Only sometimes.

Today: matrix algebra: adding and multiplying matrices.
Wednesday: Invertibility: “dividing” by a matrix.



Main

Let A be an m x n matrix.

We write aj; for the entry in the ith row ail ---(ay)c an
and the jth column. It is called the jjth ©og
entry of the matrix. @1 --laj] - ain)_g
: : =
aml “lamj) amn
—

The entries a1, azn, ass, . . . are the diag-
LT e ne clas (1) a2 a13
onal entries; they form the main diag- 221 (522) a3 2

onal of the matrix. az1 as

» The columns of a matrix are vectors denoted ¢, ¢, . . .,
» The rows of a a matrix are transposed vectors denoted ri, 1>, . ..

» Warning: you will need to recognize when notation refers to scalars, or
vectors, or transposed vectors.



Special Notation for Matrices

A diagonal matrix is a square matrix

whose only nonzero entries are on the an 0 0
main diagonal. 0 a 0

0 0 ass
The n x n identity matrix [, is the di-
agonal matrix with all diagonal entries 100
equal to 1. It is special because /,v = v k=10 10
for all v in R". 0 01
The zero matrix (of size m x n) is the
m X n matrix 0 with all zero entries. 0= <0 0 0)

0 0O
The transpose of an m X n matrix A AT
is the n x m matrix AT whose rows are A
the columns of A. In other words, the ij 211 a12 a3 g 21
entry of A" is aj. ( )wvvvvw a12 a2
a1 ap a3

a13 a3
Lo



The (old) Row-Column Rule for Matrix Multiplication

The ij entry of C = AB is the ith row of A times the jth column of B:
ci = (AB)jj = ainbyj + ainboj + - -+ + ainbn;.

This is how everybody on the planet actually computes AB. Diagram

(AB = C):
aiy - ak 0 Ain b_n
: : : 3
I ) by
b :
aml *° dmk " dmn b1
Example

1 2
4 5

G2 3)-

b1p Ci1 -+ Cj - Clp

bkp = ci1 . S Cpp

bnp Cm1 Cmj Cmp
ij entry



Caveats of Matrix Multiplication

Beware: matrix multiplication is very subtle:

> AB is usually not equal to BA.

0 -1 2 0y (0 -1 20 0 -1\ _ [0 =2
1 0 01/ \2 o0 01 1 0/ \1 o
In fact, AB may be defined when BA is not.

> No cancellation: AB = AC does not imply B = C, even if A # 0.
10 1 2y /1 2\ (1 0 1 2
0 0 3 4)\0 0/ \0 0 5 6
> Not necessarily zero matrices: AB = 0 does not imply A=0or B=0.

96 D-6Y



New definition: Matrix Multiplication

must be equal

Let A be an m X n matrix and let B be an n X p matrix with columns

Vi, V2..., Vp!
e[ w oy,
. |
The product AB is the m X p matrix with columns Avi, Avs, ..., Av,:
T an (e Ae
\ | |
In order for Avi, Awo, ..., Av, to make sense, the number of columns of A has

to be the same as the number of rows of B.

Example

(123);:3 (123).2 (123).:2
45 6)\3 _] 45 6) |3 4 5 6 1



Composition of Transformations

Why redefine matrix multiplication?

Definition
Let T: R" — R™ and U: R” — R" be transformations. The composition is
the transformation

ToU:RP = R™ definedby ToU(x)=T(U(x)).

This makes sense because U(x) (the output of U) is in R", that is, is in the
domain of T (the inputs of T).

'To U(x)

Fact: If T and U are linear then sois T o U.



Poll

If Ais the matrix for T : R” — R™, and

B is the matrix for ,

what is the matrix for T o U (how many rows and columns does
it have)?

So T(v) = Av € R and
Let , then T(v) = Av = A(Bx) = (AB)x

The matrix AB has m rows and p columns.



Composition of Linear Transformations

[ The matrix of the composition is the product of the matrices! ]

Let T: R" — R™ and U: RP — R" be linear transformations. Let A and B be
their matrices:

\ | | | | |
A= T(‘el) T(‘ez) T(|en) B = U(|e1) U(|ez) U(|ep)

Question
What is the matrix for T o U?

We find the matrix for T o U by plugging in the unit coordinate vectors:
T o U(E‘1) = T(U(E‘1)) = T(Bel) = A(Bel) = (AB)61

because Be; is the first column of B, which is U(e1). For any other i, the
same works:

T o U(e)) = T(U(e)) = T(Bei) = A(Bei) = (AB)e;.

This says that the ith column of the matrix for T o U is the ith column of AB.



Composition of Linear Transformations

Example

Let T: R* — R? be rotation by 45°, and let U: R> — R? be projection onto
the x-axis. Let's compute their standard matrices A and B:

T T(e) = \% G) 1)
/)] T(e) = — (11> ﬁ NN

ot
N V2 1
V2 V2
- ()
Uer) Ule) = (3) U(e)

= a=50y) o)



Composition of Linear Transformations

Example, continued

So the matrix C for To U is

=507 G o)

(500 =G )6) =356 o)

Check:
1 1
— s T(U()) A ToU :7()
I U(er) e/ (e1) V2 1
0
ToU =
82] T we T e = (o)



Composition of Linear Transformations

Another example

Let
1 -3
a=(123) e=(2 )
3 -1
Let T(x) = Ax and U(y) = By, so
T:R*—R? U:R> —R® ToU:R? —R%

Let's find the matrix for T o U:

1 1
14
TOU(el): T(U(el)): T(Bel): T2 =Al2 =
())&
ToU(e)=T(U(e)) = T(Be) =T D) oa(5) - (_10)
- )=\ os

14 -10

Before we computed AB = <32 08

), so AB is the matrix of T o U.



Back to Addition and Scalar Multiplication

You add two matrices component by component, like with vectors.

ail ar a3 biy bz b3\ _ (an+bu an+ b a3+ b3
ax  ax» axs b1 b b a + b1 ax+ b ax + bx

Note you can only add two matrices of the same size.

You multiply a matrix by a scalar by multiplying each component, like with
vectors.
. (311 a1 313) _ (can car Ca13> .
az1 ax azs Cax1 Cax Cax

These satisfy the expected rules, like with vectors:
A+B=B+A (A+B)+C=A+(B+C)
c(A+B) =cA+cB (c+d)A=cA+dA
(cd)A = c(dA) A+0=A



Properties of Matrix Multiplication

Mostly matrix multiplication works like you'd expect. Suppose A has size
m X n, and that the other matrices below have the right size to make
multiplication work.

A(BC) = (AB)C A(B+ C) = (AB + AC)
(B+ C)A = BA+ CA c(AB) = (cA)B
c(AB) = A(cB) A=A
Alp = A

Most of these are easy to verify.

Associativity is A(BC) = (AB)C. It is a pain to verify using the row-column
rule! Much easier: use associativity of linear transformations:

So(TolU)=(S0oT)oU.
This is a good example of an instance where having a conceptual viewpoint
saves you a lot of work.

Recommended: Try to verify all of them on your own.
Remember: some properties of real numbers do not apply to matrices.



Other Reading

Read about powers of a matrix and multiplication of transposes
in §2.1.




Extra: The Row-Column Rule explained

Recall: A row vector of length n times a column vector of length n is a scalar:

b
a’b=(ar - an) D | =aibi+ -+ anby.
bn
So one way of multiplying a matrix by a vector is:
—n— rnx
Ax = X =
—rm— FmX

On the other hand, new definition of matrix multiplication gives
AB=Ala -+ o |=|Aa - Ac
It follows that
na nco s rcp

—n—\ /] |
nci ncy cee ncp

AB: C1 Cp e

o)\ |
ImCL  ImC2 -+ ImCp



